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Chemical Shift–Based Water/Fat Separation: A
Comparison of Signal Models

Diego Hernando,1,2* Zhi-Pei Liang,1,2 and Peter Kellman3

Quantitative water/fat separation in MRI requires careful mod-
eling of the acquired signal. Multiple signal models have been
proposed in recent years, but their relative performance has not
yet been established. This article presents a comparative study
of 12 signal models for quantitative water/fat separation. These
models were selected according to three main criteria: mag-
nitude or complex fitting, use of single-peak or multipeak fat
spectrum, and modeling of T *

2 decay. The models were com-
pared based on an analysis of the bias and standard deviation
of their resulting estimates. Results from theoretical analysis,
simulation, phantom experiments, and in vivo data were in good
agreement. These results show that (a) complex fitting is uni-
formly superior to magnitude fitting, (b) multipeak fat modeling
is able to remove the bias present in single-peak fat modeling,
and (c) a single-T *

2 model performs best over a range of clini-
cally relevant signal-to-noise ratios (SNRs) and water/fat ratios.
Magn Reson Med 64:811–822, 2010. © 2010 Wiley-Liss, Inc.
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The ability to quantitatively measure fat content in tis-
sues has multiple important applications in MRI, including
studies of bone marrow (1), breast (2), muscle (3), brain
(4), liver (5,6), and heart (7–9). In recent years, chemical
shift–encoded water/fat separation methods have become
increasingly popular for quantitative fat measurement.
This popularity is largely due to the ability of chemi-
cal shift–encoded methods to overcome the limitations
of alternative techniques: lack of spatial information in
single-voxel spectroscopy, sensitivity to amplitude of static
field (B0) and amplitude of radiofrequency field inhomo-
geneities in conventional fat saturation, or loss of SNR
and inherent T1-weighting in short-tau inversion recovery
(10–12).

There are four key issues with chemical shift–encoded
water/fat separation. First, the presence of large B0 mag-
netic field inhomogeneities can result in large errors in
water/fat separation if the B0 effects are not adequately
addressed (13,14). Second, the commonly used spoiled gra-
dient echo sequences may result in considerable residual
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T1weighting, typically leading to bias (overestimation) in
the estimated fat component, which has a shorter T1 than
the water component (15). Third, noise also results in bias
in the estimation of the minority component of the signal
(whether it is water or fat), particularly in cases where the
minority component is very small compared to the major-
ity component, i.e., fat fractions (FFs) close to 0% or 100%
(15). Fourth, inaccurate modeling of the acquired chemical
shift–encoded signal also results in considerable bias in fat
quantification (6,16,17).

Complications due to B0 field inhomogeneities, T1 bias,
and noise have been thoroughly addressed in the litera-
ture. Field inhomogeneities can be corrected by region-
growing or regularized estimation methods (14,18–22). T1
bias in spoiled gradient echo acquisitions can be avoided
by using a small flip angle or corrected by using a dual-
flip-angle acquisition (15). Noise bias also can be corrected
effectively by using magnitude discrimination or phase-
constrained reconstruction (15), or by using a look-up
table bias correction over a region of interest (23). How-
ever, signal modeling for quantitative water/fat separation
remains largely an unresolved issue. Specifically, there are
three key decisions to make when modeling the acquired
signal: use of magnitude or complex fitting, use of single-
peak or multipeak fat modeling, and modeling of the
signal T*

2 decay. These alternatives can be summarized as
follows:

• Magnitude vs. complex fitting. Fitting the magnitude
of the signal has been proposed as a means of sim-
plifying the estimation since it removes the effects of
field inhomogeneity (16,24,25). However, magnitude
fitting has several well-known drawbacks, such as the
nongaussian distribution of the noise in magnitude
MR images, and an inability to correctly detect FFs
above 50%.

• Single peak vs. multipeak fat models. The basic single-
peak signal model ignores the presence of multiple
spectral peaks in the fat signal, which leads to bias
in quantification. This bias can be overcome by using
a more sophisticated, multipeak fat model, where the
relative amplitudes of the different fat peaks can either
be precalibrated or autocalibrated (6,17,26).

• Modeling of T*
2 decay. In general, the amplitudes of the

water and fat components of the signal will decrease
with echo time (TE) due to T*

2 decay. It has been shown
that ignoring this decay may result in considerable
bias, and a number of groups have developed meth-
ods for including T*

2 in the model. In general, water
and fat will have different T*

2 decays (and even the
different fat peaks will have different decays, although
this is typically ignored as it would result in significant
complication in the estimation (12)), so these should
be estimated separately, adding two nonlinear param-
eters to the estimation (26–28). As a simplification of
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this general model, a single T*
2 has been proposed for

both water and fat (29,30). Intermediate models have
also been proposed, where the decay rates of water
and fat are different, but the difference is assumed
known (16).

In this article, we present a comparative analysis of mul-
tiple models based on the alternatives described above.
The analysis focuses on two key properties of the esti-
mates for each model: bias and standard deviation. These
properties capture the behavior of different models regard-
ing model mismatch (bias) and noise sensitivity (standard
deviation). The analysis is based on theoretical prop-
erties of the different models, simulations, and phan-
tom data. Additionally, the conclusions derived from
this analysis are verified qualitatively with an in vivo
dataset.

The results presented in this article can be viewed as an
extension of previous studies that focused on a subset of
the models considered here. For instance, in Yu et al. (29),
the authors proposed to include a single T*

2 decay in the
signal model and showed its advantage over a no-decay
model. In Bydder et al. (16), the authors performed a com-
parison of different magnitude-based fitting models, with
an emphasis on modeling the T*

2 decay. In Reeder et al. (6)
and Yu et al. (17), the authors demonstrated the advan-
tages of multipeak fat modeling relative to single-peak fat
modeling. In Chebrolu et al. (28), the authors compared the
use of a single T*

2 or different T*
2 s for water and fat in the

context of complex fitting. Relative to these works, this arti-
cle includes a more comprehensive set of models, as well
as a thorough analysis ranging from the theoretical char-
acterization of different models to phantom and in vivo
results.

MATERIALS AND METHODS

Signal Models

A total of 12 signal models were evaluated by considering
the main alternatives proposed in the literature, in terms of
the following choices:

• Magnitude and complex fitting (two alternatives). All
the models were implemented in two versions: fit-
ting the magnitude of the acquired data and fitting the
complex-valued data.

• Single-peak and multipeak fat models (two alterna-
tives). In addition to the model based on a single-peak
fat spectrum, a six-peak fat model was calibrated and
implemented. Even though a larger number of fat
peaks can be found by spectroscopy, six fat peaks is
the most that has been used in the water/fat separa-
tion literature. If more peaks are used, some of the
peaks will have very similar frequencies, resulting in
considerably more unstable calibration.

• Modeling of R*
2 = 1/T*

2 decay (three alternatives).
No-decay, one-decay (with a single R*

2, common for
water and fat), and two-decay (with independent R*

2,W

and R*
2,F for water and fat) models were implemented.

Intermediate models, e.g., where water and fat have
different decay rates but the difference R*

2,F − R*
2,W is

assumed known, were not considered in this work due

in part to the difficulty of estimating this difference
and also to the dependence of the apparent difference
R*

2,F − R*
2,W on whether a single-peak or multipeak

fat model is used (16). Similarly, even more sophisti-
cated fat models, where different peaks within the fat
spectrum have different decay rates, were also not con-
sidered due to their significant increase in complexity
and noise sensitivity.

All model fitting was done voxel by voxel in MatLab (The
MathWorks, Natwick, MA) using a standard gradient-based
least-squares fitting procedure (lsqnonlin). Magnitude fit-
ting was also least squares (even though the noisy magni-
tude data do not follow a gaussian distribution) because
this is a good approximation (except at very low SNRs),
and this is the approach taken in practice in most previous
works (16).

Theoretical Analysis

The well-known Cramér-Rao lower bound (CRLB) provides
a bound on the variance of any unbiased estimator. In the
context of water/fat separation, it has been used to effec-
tively characterize different models and acquisition strate-
gies (29,31). In this work, we computed the CRLB for each of
the 12 models under consideration for a range of water/fat
ratios, assuming a fixed set of eight TEs: 1.43 + (n − 1)2.23
ms, for n = 1, . . . , 8 (the same TEs used in the simulations
and phantom experiments). Computation of the CRLB for
the complex fitting models was done as described in Scharf
et al. (32), and for the magnitude-fitting models as described
in Karlsen et al. (33).

Simulations

Even though the CRLB provides an elegant characteriza-
tion (bound) of the variance of any unbiased estimator,
it does not capture the effects of bias (e.g., due to model
mismatch) or the practical performance of a given estima-
tor. To address these issues, chemical shift–encoded data
were simulated, using the following model, which employs
representative values measured in the phantom experi-
ments (as will be described in the “Multipeak calibration”
subsection):

• The fat signal has six peaks, at −244.3, −221.7, −175.4,
−119.3, −32.1, and 34.0 Hz, with relative amplitudes
0.01 · [9.45e−iπ0.181, 64.66, 9.67eiπ0.046, 2.26e−iπ0.567,
2.22e−iπ0.244, 8.83e−iπ0.089]. These were the same rel-
ative amplitudes obtained by precalibration on the
phantom.

• Water and fat have different R*
2 values: R*

2,W = 42 sec−1

and R*
2,F = 54 sec−1.

• Two sets of 21 true water/fat ratios were chosen: cov-
ering the range of water/fat ratios [0.01, 100] (equally
spaced on a logarithmic scale) and covering the range
of FFs [0%, 100%] (equally spaced on a linear scale).

The simulations used the same TEs as the CRLB analysis.
Noise was added to the simulated data, resulting in two
different regimens: moderate SNR (SNR = 30) and high
SNR (SNR = 100). A total of 1024 noisy instances were
generated for each water/fat ratio and each SNR. These data
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were then fitted with the 12 models described above, using
all combinations of the following choices: magnitude or
complex fitting (two options), single-peak or multipeak fat
modeling (two options), and no-decay, one-decay, or two-
decay models (three options).

Experimental Studies

Phantom Construction

A water/fat phantom was constructed based on the meth-
ods described elsewhere (34–36). The phantom consisted
of 11 vials containing water/fat mixtures at FFs rang-
ing from 0% to 100% in increments of 10%. In order
to obtain stable emulsions with biologically relevant T1

and T2 parameters, appropriate volumes of vegetable oil
were mixed in vials with a solution of saline, agarose (2%
mass/volume concentration), CuSO4 (0.5 mM), and sodium
dodecyl sulfate (43 mM). The CuSO4, agarose, and sodium
dodecyl sulfate were dissolved in saline. The resulting
saline solution was heated until it boiled for 30 seconds.
The vegetable oil and saline solution were placed in a
waterbath at 50◦C and then carefully poured in the appro-
priate proportions into the 11 vials. After filling each vial,
it was immediatly mixed by gentle inversion to obtain a
homogeneous emulsion (35) and placed in ice for the gel to
form. The vials up to 60% FF formed homogeneous gels.
The vial at 70% FF did not gel, but the mixture remained
homogeneous. The vials at 80% and 90% FFs contained
severe inhomogeneities in the mixture and were not used
for the quantitative study.

Data Acquisition

Data for quantitative evaluation were acquired on a
Siemens Avanto (Siemens AG Medical Solutions, Erlan-
gen, Germany) 1.5-T scanner, using a phased-array coil.
Phantom experiments were performed with a spoiled gra-
dient echo sequence, using an echo-train with monopolar
readout: field of view = 36.0 cm × 14.3 cm; bandwidth
= 977 Hz/pixel; matrix size = 256 × 102, eight and 32
TEs with spacing 2.23 ms and initial TE 1.43 ms. Sepa-
rate acquisitions were used in order to obtain moderate
SNR (SNR ≈ 30) and high SNR (SNR ≈ 90). The moder-
ate SNR acquisition was performed with flip angle 8◦ and
pulse repetition time 500 ms, and the high SNR acquisition
was performed with flip angle 25◦ and pulse repetition time
2000 ms. These long pulse repetition time values were cho-
sen in order to avoid T1 bias (15), which results in a bias
under 1% for the T1 values of water and oil measured in
the phantom (953 ms and 207 ms, respectively) (15). This
choice of acquisition parameters was made purposely to
isolate the desired component (signal modeling) from the
other complicating factors involved in fat quantification.

The phantom data were acquired using a Monte Carlo
strategy. In order to perform a quantitative evaluation of
bias and standard deviation for the different fitting mod-
els, each eight-echo acquisition was performed 128 times.
This allows us to derive statistics from the estimated
parameters on a voxel-by-voxel basis. Therefore, the phan-
tom experiments correspond closely to the analytical and
simulation-based results.

Additionally, data for measuring T1 and T2 were acquired
on the phantom from the same slice. For the T1 measure-
ments, an inversion-recovery sequence was used with an
echo train with monopolar readout. This allowed water/fat
separation at each inversion time (which ranged from 100
ms to 1000 ms). For the T2 measurements, a spin-echo
sequence was used, with TEs ranging from 11 to 200 ms.

In vivo imaging was performed on a healthy normal
volunteer under a research protocol approved by our insti-
tutional review board, with written informed consent. Data
were obtained using an electrocardiogram (ECG)-triggered
spoiled gradient echo sequence, acquiring eight echoes
with spacing 2.11 ms and initial TE 1.47 ms. Other parame-
ters were fileld of view = 40.0 cm × 40.0 cm, bandwidth =
977 Hz/pixel, pulse repetition time = 18.03 ms, flip angle
= 10◦; matrix size = 256 × 156, with 13 views per seg-
ment. These imaging parameters result in <4% bias in fat
amplitude estimation in the liver, given typical relaxation
parameters of fat and liver water at 1.5T (37). For low FFs,
this bias results in very small systematic errors in FF esti-
mation: for instance, if the true FF is 3.00%, a 4% positive
bias in fat signal amplitude relative to water will lead to a
3.12% estimated FF in the absence of noise (i.e., an error
typically well below the noise level). An additional in vivo
dataset with 16 echoes was obtained to calibrate the relative
amplitudes of the fat peaks in vivo.

All images were reconstructed using SNR-scaled recon-
struction (23). This allows convenient evaluation of SNR at
each voxel. Multicoil data were combined prior to water/fat
separation, using the eigenvector filter method described in
Walsh et al. (38).

Multipeak Calibration

The 32-echo dataset was used for precalibration of the mul-
tipeak fat model (frequencies and relative amplitudes of the
fat peaks). A six-peak model was used in this work. The
calibration was performed in two steps:

1. From the vial containing 100% fat, the relative fre-
quencies and relative amplitudes of six fat peaks were
estimated by nonlinear least- squares fitting. Note that
this step provides a good calibration of the relative
amplitudes of the fat peaks (due to the absence of a
water peak to interfere with the calibration of fat peaks
near the water peak). However, their frequency shifts
(with respect to the water peak) can only be estimated
up to a common shift.

2. From the vial containing 50% fat: by fixing the rel-
ative frequencies and relative amplitudes of the fat
peaks, we estimate the absolute frequency shift of the
fat peaks (with respect to the water peak). This was
done by estimating a common shift for the fat relative
frequencies, using nonlinear least-squares fitting.

The calibration resulted in fat peaks at −244.3, −221.7,
−175.4, −119.3, −32.1, and 34.0 Hz, with complex-valued
relative amplitudes (where the phase of the main fat peak
at −221.7 Hz is kept at zero) 0.01 · [9.45e−iπ0.181, 64.66,
9.67eiπ0.046, 2.26e−iπ0.567, 2.22e−iπ0.244, 8.83e−iπ0.089]. The
nonzero phase of the smaller peaks is likely due to the fact
that even this relatively sophisticated six-peak fat model is
only an approximation, and some of the calibrated peaks
in fact consist of several peaks at nearby frequencies.
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Multipeak precalibration for in vivo fitting was per-
formed on a 16-echo in vivo dataset (6). The frequencies
of the six fat peaks were kept constant, and their calibrated
relative amplitudes were, respectively, 0.01 · [7.98e−iπ0.142,
70.0, 8.38eiπ0.121, 1.52e−iπ0.892, 5.04eiπ0.112, 7.09e−iπ0.162].

Comparison Strategy: Bias and Standard Deviation

We use the estimated bias and standard deviation to com-
pare the performance of the different signal models. Intu-
itively, the bias reflects the model mismatch, whereas the
standard deviation reflects the noise sensitivity. Two differ-
ent quantities were considered: the estimated fat amplitude
and the estimated FF. These were evaluated as follows:

• The fat amplitude was analyzed in terms of the stan-
dard deviation of the estimates, as well as the root
mean squared error (RMSE), which is due to both
bias and standard deviation. The resulting standard
deviation was compared to the CRLB for each model.
For the phantom data, averaged estimates (from eight
measurements) obtained using a two-decay multipeak
model on the 32-echo acquisition were used as the gold
standard.

• The FF was analyzed in terms of mean ± standard
deviation for each true FF (both in simulation and
in the phantom data). Since the FFs were measured
when building the phantom, the known (volume) FF
was used as the gold standard for the observed (signal)
FF (39).

The noise performance of the amplitude estimates for
different models was compared using the

√
NSA = σn/σF ,

where σn is the standard deviation of the noise in the
acquired images and σF is the standard deviation of the
fat amplitude estimates.

√
NSA was used instead of num-

ber of signal averages (NSA) to reflect SNR more directly,
and also because of its decreased range, in order to allow
better visualization and comparison of the different mod-
els. NSA values for multipeak models were adjusted for the
Euclidean norm of the fat signal model (since the relative
amplitudes were normalized so that their magnitudes add
up to 1, the Euclidean norm was <1, which needs to be
accounted for when computing NSA).

Assumptions and Fixed Parameters

The present study includes several assumptions and con-
straints:

• Multipeak fat modeling is limited to a six-peak model,
even though more peaks can be found by spectroscopy.
Previous works have also used three-peak fat models
for ease of calibration (17,22).

• This work uses a fixed set of TEs, similar to those used
in previous works (16). The effect of varying the choice
of TEs on the different models is not analyzed but is
not expected to alter the conclusions of this work.

• For the computation of fat amplitude estimation errors
using different models, the gold standard was an
eight-averaged estimate from the 32-echo acquisition,
using a complex, multipeak, two-decay model (i.e.,
the most sophisticated among all the models under
consideration).

FIG. 1. Image of the phantom used in this study, including in-phase
image (generated by combining the estimated water and fat images)
and water/fat separated images.

• This work does not focus on the ability of different
models to prevent water/fat swaps. Thus, the B0 field
map is first estimated using a spatially regularized for-
mulation (22), and subsequently the different models
are applied voxel by voxel. The complex fitting meth-
ods use the regularized field map as initial estimate
at each voxel for the descent procedure. The magni-
tude fitting methods are initialized with the water/fat
amplitudes obtained from the corresponding complex
fitting methods (similarly to Yu et al. (40)).

RESULTS

Figure 1 shows the phantom setup used in this work,
including an in-phase image, as well as separated water
and fat images. The average estimated relaxation param-
eter values in the water component (water-only vial) were
T1,W = 953 ms and T2,W = 82 ms; in the fat component (fat-
only vial), these values were T1,F = 207 ms and T2,F = 43
ms. It must be noted that T1,W seemed to decrease in the
mixed vials (e.g., it was measured to be 813 ms in the vial
containing 50% fat) (41). However, this range of values does
not affect the results of bias and standard deviation com-
parison as the sequence parameters were chosen to avoid
T1 weighting.

Results are shown in the form of sets of 12 plots/images
(one for each of the 12 models under study). First, we
examine the standard deviation of the fat amplitude esti-
mates, without regard for bias. Figure 2 shows

√
NSA for

SNR = 100 and a range of water/fat ratios. Note that the
maximum

√
NSA attainable by any unbiased estimator is√

8. Figure 2 includes both CRLB-based predictions and
results on simulated data. CRLB and simulations provide
similar results, but not equal, largely due to model mis-
matches (which are not accounted for in the CRLB). In other
words, only the multipeak, two-decay signal models are
fitting the correct model to the data.

Figure 3 shows similar results, but comparing the CRLB
predictions with

√
NSA based on the measured standard

deviation for fat amplitude estimation in the actual phan-
tom experiments. Note that the phantom results closely
follow the simulations (shown in Fig. 2), with the largest
difference arising in the magnitude fitting using a single
peak and no decay, where the phantom estimates often
converged to zero at low FFs, thus showing very low stan-
dard deviation (and very high NSA). Aside from that effect,
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FIG. 2. Fat quantification
√

NSA on simulated data for SNR = 100. The stars show the
√

NSA values obtained by simulation (including
model mismatch), and the solid line shows the

√
NSA values predicted by CRLB analysis (without model mismatch). The arrow highlights

the fact that the CRLB-based NSA provides a good indication for observed noise performance (particularly for complex-fitting methods),
even in the presence of model mismatch.

magnitude-fitting models result in lower NSA than their
complex-fitting counterparts, both in theory (CRLB) and in
practice (simulations and phantom data).

Figures 4 and 5 show the standard deviation σF and
the RMSE for fat amplitude estimation using the 12

models, both for the simulation (Fig. 4) and for the phantom
data (Fig. 5). Note the close correspondence of simula-
tion and phantom results for most models. Several of
the magnitude-fitting models present a larger discrepancy
between simulation and phantom data. We suggest that this

FIG. 3. Fat quantification
√

NSA on phantom data for SNR = 90. The stars show the
√

NSA values obtained from the phantom data (including
model mismatch), and the solid line shows the

√
NSA values predicted by CRLB analysis (without model mismatch). The arrow highlights

the fact that the CRLB-based NSA provides a good indication for observed noise performance (particularly for complex-fitting methods),
even in the presence of model mismatch.
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FIG. 4. Fat quantification standard deviation (stars) and RMSE (circles) on simulated data for high SNR (SNR = 100). Arrows with different
labels highlight different aspects of these results: “2,” in the presence of model mismatch, the bias component of the RMSE can be
significantly larger than the standard deviation; “4,” complex fitting generally results in better estimates (lower standard deviation and
RMSE) compared to magnitude fitting; “5,” for one- and two-decay complex fitting, multipeak models largely remove the bias present in
single-peak models.

discrepancy might be due to residual model mismatches in
the phantom case. A more detailed discussion of this effect
will be deferred to the description of FF estimation results.
The simpler models (e.g., without accounting for R*

2 or mul-
tipeak fat), produce significant bias in the estimation of fat

amplitudes, resulting in RMSE much higher than σF . For
these models, the bias dominates the errors. Therefore, an
analysis of these based only on CRLB (or standard devia-
tions) will not give an accurate assessment of the quality of
the estimates.

FIG. 5. Fat quantification standard deviation (stars) and RMSE (circles) on phantom data for high SNR (SNR = 90). The arrows highlight the
bias incurred by single-peak fat modeling. For single-peak fat modeling, a two-decay model is able to reduce bias over a range of FFs by
allowing the estimated fat signal to decay faster than the water signal, approximately accounting for the multipeak nature of the fat signal.
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FIG. 6. Fat quantification FF on simulated data including standard deviations for high SNR. The dashed line shows the desired exact
estimates.

Figures 6 and 7 show FF results (mean ± standard
deviation) for simulated and phantom data for a range of
true FFs between 0% and 100%. All single-peak mod-
els result in considerable bias. For the multipeak, no-
decay model, the bias in fat amplitude estimation seems
to be approximately compensated by the bias in water
amplitude estimation, resulting in good estimates except
at very low or very high FFs. Generally, complex-fitting
models perform significantly better (smaller bias and

standard deviation) than their magnitude-fitting counter-
parts. Furthermore, complex-fitting phantom results show
better agreement with simulation results. Magnitude-fitting
phantom results show somewhat different behavior (most
notably an increased bias) with respect to the simulations.
We hypothesize that the cause is the sensitivity of magni-
tude fitting to model mismatches. To test this hypothesis,
we generated a second set of simulated data, where the
multipeak (six-peak) fat model is not exactly correct, but

FIG. 7. Fat quantification FF on phantom data including standard deviations for high SNR (SNR = 90). The dashed line shows the desired
exact estimates. The arrows highlight the differences among complex-fitting, single-peak fat models: improved estimates for low FF values
are obtained with the two-decay model compared to no-decay and one-decay models All three complex-fitting, multipeak models show
good performance in this case.
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FIG. 8. Fat quantification FF on simulated data including calibration error for high SNR (SNR = 100). Magnitude-fitting models are more
heavily perturbed by calibration error compared to complex fitting (see arrows).

instead the peaks at −175 Hz and −119 Hz were each
split into two peaks separated by 10 Hz, with the same
amplitude as the original peak. Noise was added to the
resulting simulated data, as described in the “Materials and
Methods,” and the resulting signals were fitted using all
12 models, where the multipeak model still consisted of
the original six peaks. The resulting FF plots are shown in
Fig. 8. The complex-fitting results are similar to the ones
shown in Fig. 6. However, the magnitude-fitting results
have increased bias and standard deviation due to the
model mismatch. These results correspond well with the
observed phantom results (Fig. 7).

In vivo liver imaging results are shown in Fig. 9. The
SNR was approximately 20. The FF maps shown in Fig. 9
are provided to illustrate the differences in bias and stan-
dard deviation for the various signal models used for fat
and water fitting. The low SNR of the fat in the liver region
leads to a noise bias (15). Estimates of FF were calculated
from the mean values of fat and water signal intensities
within a circular region of interest rather than from the
FF map, which is noisier. Furthermore, the complex fat
images were filtered to improve the SNR. Using a 7 × 7
filter, yielded an SNR for fat signal of approximately 5 for
the complex-fitting, multipeak, one-decay estimates, which
results in noise bias error under 5%. All signal models are
affected similarly by noise bias, which was not the objec-
tive of the paper. It must be noted that we do not have
a ground truth for the in vivo data, but rather compare
only the relative estimates of the different models. The
single-peak models (with the exception of the complex-
fitting, single-peak, two-decay model) result in lower FF
estimates relative to the multipeak models. This is in good
agreement with simulation and phantom results. Addition-
ally, the two-decay estimates are noisier compared with
the no-decay and one-decay models (with the exception of

the magnitude-fitting, multipeak, one-decay model, which
produces unstable results due to model mismatch).

Based on these results, we can highlight the following
key observations (arrows are marked in the figures with
the corresponding observation number):

1. Despite the model mismatch, the CRLB provides
a useful approximation of the standard deviation
obtained with the different models. However, the
CRLB does not take model mismatch–related bias into
account.

2. The bias component of the RMSE can be significantly
larger than the standard deviation component.

3. The relative importance of the bias component with
respect to the standard deviation component is a func-
tion of the SNR. This is shown in Fig. 10, where
complex-fitting, multipeak fat models are compared.
For low SNRs, the standard deviation component of
the error, which is larger in the two-decay model,
dominates the (approximate constant with SNR) bias
component of the error, which is larger in the one-
decay model.

4. Complex fitting results in better estimates than mag-
nitude fitting. This is true for the standard deviation
(as shown by the CRLB, simulation, and phantom
results), as well as for the bias (as shown by the sim-
ulation and phantom results). Additionally, complex
fitting is less sensitive to model mismatch.

5. Multipeak has significantly reduced bias error com-
pared to single peak. Furthermore, single-peak mod-
els perform worse when there is more fat.

6. The no-decay models result in very large bias for fat
amplitude estimation. For single-peak fat modeling,
the two-decay model is needed in order to approx-
imately account for the multipeak nature of the fat
signal.
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FIG. 9. In vivo liver FF estimates using all 12 models. (Top) Full field of view. (Bottom) Zoomed view on liver, with grayscale adapted to
highlight the differences between the models. The quantified FF shown for each model was calculated using mean estimates for fat and
water magnitudes over the shown region of interest (dashed circumference) after smoothing to improve SNR and reduce noise bias.
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FIG. 10. Difference in RMSE for FF estimation with complex-fitting, multipeak models including two decay rates and a single decay rate.
The contour shows the region where both models result in the same RMSE. For low SNR or FFs close to 0% or 100%, the one-decay model
results in lower errors. For high enough SNR and FFs close to 50%, the two-decay model results in lower errors. There is some discrepancy
between simulation and phantom results, particularly for FF = 20%, where in the phantom data the one-decay model resulted in higher
bias than for neighboring values of FF, thus compensating for its reduced variance. Currently, we do not have an explanation for this effect.

7. For multipeak fat modeling, the two-decay model typ-
ically results in lower bias than the one-decay model,
but the increased standard deviation results in higher
errors except at high SNR and FFs close to 50%. For
SNRs <30, the increased standard deviation in the
two-decay model dominates the improvement in bias
with respect to the one-decay model. This is in good
agreement with Chebrolu et al. (28) and is demon-
strated in Fig. 10 with simulation and phantom results
for a range of SNR and FF values.

DISCUSSION

We have performed a systematic comparison of signal mod-
els for water/fat separation from chemical shift–encoded
acquisitions. The analysis was based on comparing the bias
and standard deviation resulting from the different models.
This study can be viewed as an extension of previous work,
e.g., where the standard deviation was studied for different
acquisition strategies using the CRLB (31), or different sets
of models were compared empirically (6,16).

The present study has several limitations. First, the
study assumes that the signal phase is reliable. Under
these conditions, complex fitting is uniformly superior
to magnitude fitting. In the presence of phase distortions
(e.g., due to eddy currents), magnitude fitting (16) or a
mixed approach (40) may become more attractive. How-
ever, phase distortions were not found to be significant in
our experimental data. Similarly, ghosting dut to motion
may complicate the fitting, but it was not observed in our
in vivo data. Second, the study assumes that a suitable cal-
ibration is available for multipeak fat models. Third, in
order to limit the complexity of the study, we fixed several

parameters such as the choice of TEs. The present set of
eight TEs allowed stable application of even the more com-
plicated, two-decay models. Using fewer TEs (e.g., four)
is expected to result in increased noise sensitivity, partic-
ularly in the more sophisticated two-decay models. This
choice was made to approximately follow the usual sets
of TEs in recent fat quantification literature (16). Fourth,
this study does not take computation time into account.
Generally, increasing the number of parameters (especially
nonlinear parameters) in a model will result in increased
computation. For instance, computation times to process
1024 voxels with the three complex multipeak models (no-
decay, one-decay, and two-decay models), were 8.9, 9.6,
and 16.4 sec, respectively, in our nonoptimized MatLab
(MathWorks) implementation.

Multipeak fat modeling has been shown in this and
previous work to result in reduced bias in fat quantifica-
tion relative to single-peak fat modeling (6). However, the
present results seem to indicate that even the six-peak fat
model with separate R*

2 decays for water and fat does not
completely describe the fat signal. This residual model mis-
match appears in two ways: (a) the multiple fat peaks are
not all in phase in the calibration, and (b) magnitude fit-
ting contains significant bias. However, incorporating more
peaks into the model results in more difficult calibration
due to the complication of calibrating peaks with very
similar resonant frequencies.

The decay constant R*
2 for each species can be approx-

imated as a combination of an intrinsic component due
to spin-spin interactions and an extrinsic component due
to field inhomogeneities and susceptibility effects: R*

2,W =
R2,W + R′

2 and R*
2,F = R2,F + R′

2, where R2,W = 1/T2,W ,
R2,F = 1/T2,F , R′

2 ∼ γ∆B, and ∆B is the amount of B0 field



Comparison of Water/Fat Signal Models 821

variation within the voxel (42,43). Thus, R*
2,W and R*

2,F will
generally be different, which is observed in the phantom
data, using a multipeak, two-decay model, where the esti-
mated difference was R*

2,F − R*
2,W ≈ 12 sec−1. This is in

good agreement with the T2 relaxation parameters mea-
sured in the phantom (using a spin-echo sequence with
varying TEs), where T2,W ≈ 82 ms, and T2,F ≈ 43 ms,
resulting in R2,F − R2,W ≈ 11 sec−1. Furthermore, accord-
ing to this approximation, the difference R*

2,F − R*
2,W =

R2,F − R2,W can be approximately known a priori if T2,W

and T2,F are assumed known. However, it has been sug-
gested that R*

2,F and R*
2,W may behave differently, e.g., as

a function of iron concentration (28). If a single-peak fat
model is used, the apparent R*

2,F will be higher as it has
to account for the dephasing due to interference between
multiple fat peaks at frequencies near the the main peak.
Moreover, assuming that all the fat peaks share a single
R2,F (or R*

2,F ) is also an approximation, but estimating inde-
pendent decay constants for each fat peak would result in
greatly increased computational complexity and noise sen-
sitivity, likely making it impractical. Furthermore, if the
relative differences between the decay rates of the different
fat peaks can be assumed known a priori, this information
can also be incorporated into the model.

According to our results, finding the optimal model for
water/fat separation reduces to a choice between complex,
multipeak fitting including either two decays (R*

2,W , R*
2,F )

or a single decay rate R*
2. This choice presents a clear

tradeoff of bias and standard deviation: the two-decay
model can represent the acquired signal more accurately
(reduced bias), but the estimation of an additional decay
rate increases the noise sensitivity (increased standard
deviation). This increased standard deviation is particu-
larly significant in the estimates of the “minority” com-
ponent of the signal: in the one-decay model, the minor-
ity component “gets to share” the R*

2 parameter of the
majority component, resulting in very stable (although
somewhat biased) estimates of the minority component. In
the two-decay model, estimation of the decay parameter
for the minority component must be done independently,
resulting in noisy decay rate estimates and in turn noisy
amplitude estimates. As shown in Fig. 10, the choice
between one or two decays depends on the SNR and the
(expected) true FF. In several important applications, low
FFs (e.g., 0–20%) are expected (5,6,9,28), which makes the
one-decay model preferable unless very high SNR can be
achieved.

CONCLUSIONS

This article has presented a comparative study of 12 signal
models for quantitative water/fat separation. The models
were compared based on an analysis of the bias and stan-
dard deviation of their resulting estimates. Results from
theoretical analysis, simulation, phantom experiments,
and in vivo data are in good agreement. This study shows
that complex fitting is uniformly superior to magnitude
fitting, multipeak fat modeling is able to remove the bias
present in single-peak fat modeling, and a single-T*

2 model
performs best over a range of clinically relevant SNRs and
water/fat ratios.
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